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Introduction and Methodology Results

Large computational clusters can be very useful in quickly simulating
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Comparing Walltime for Different Nodes - Processors/node combination:
For model 45539 from modelDB, wallclock time was compared for different
node-processors combination while keeping the overall processors per run a
constant (8 or 16)
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